


RANZCR is aware that during deliberations the TGA considers determinations by other 
international regulators and recognises the necessity of this. However, there are some concerns 
with this practice specifically relating to AI. It has been well documented that performance of AI 
systems is related to the population of individuals on which it has been trained. 

Given the reliance of machine learning systems on their training data, it is unclear how to 
ensure safety in clinical practice. It is unlikely that clinical populations will be sufficiently similar 
to training populations and clinical populations rarely remain stable over time as demographics 
and disease distributions change (population drift).  At the assessment and audit phase there 
needs to be consideration of any differences between the data that the machine was trained, 
tested and verified on, and the Australian population that the device is intended to be used on. 
This safety consideration is particularly important in relation to our Indigenous population. 

The scalability of AI devices also poses a safety risk. Software devices are rapidly scalable (i.e. 
they can be deployed quickly across multiple systems), with the potential to affect the care of a 
large number of patients in a short space of time. This is particularly relevant for devices that 
are intended for screening of common conditions, due to the disproportionate effect they can 
have at a population level. At a population level, a high-risk but small footprint device only poses 
a modest risk due to its limited use on patients. Conversely, a low or medium-risk device which 
is applied to millions of patients can cause multiple incidences of harm, even if the risk to any 
single individual is low. The breadth of application of a device must therefore be 
considered as a risk factor when assessing a medical device with AI capabilities.  
The autonomy of a device must also be considered. For example, a device that can diagnose a 
life-threatening condition but does so under the supervision of an expert trained in that 
diagnosis represents a lower risk to the patient rather than a system that autonomously 
produces a low to medium risk diagnosis. 
 
Devices that “aid a clinician in making a diagnosis” commonly referred to as “computer aided 
detection or diagnosis” systems, are often categorised as low to moderate risk, which is 
problematic when considering AI that that can be used in autonomous fashion.  
It is important to clearly identify risk categories to avoid a scenario where SAMD is misclassified 
based on the information provided by the applicant. There is a real danger of AI devices being 
used outside of their approved scope, for example, machines that are designed to aid a clinician 
in making a diagnosis being used autonomously. RANZCR believes that in the current 
landscape, human in the loop use of AI is the only safe pathway in patient care. The TGA 
needs to ensure that labelling is clear so that health providers understand how a machine is, 
and is not, intended for use. In instances where there may be ambiguity or confusion, RANZCR 
recommends that a non-compulsory audit is initiated to ensure that the product is appropriately 
labelled and described prior to approval. 
 
RANZCR believes that AI systems must be proven to an appropriate standard of 
evidence and deemed safe for the population and in the clinical context in which they are 
intended to be applied. 
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